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Abstract—Adversarial training (AT) is widely considered as
the most promising strategy to defend against adversarial attacks
and has drawn increasing interest from researchers. However, the
existing AT methods still suffer from two challenges. First, they
are unable to handle unrestricted adversarial examples (UAEs),
which are built from scratch, as opposed to restricted adversarial
examples (RAEs), which are created by adding perturbations
bound by an [, norm to observed examples. Second, the existing
AT methods often achieve adversarial robustness at the expense of
standard generalizability (i.e., the accuracy on natural examples)
because they make a tradeoff between them. To overcome these
challenges, we propose a unique viewpoint that understands
UAEs as imperceptibly perturbed unobserved examples. Also,
we find that the tradeoff results from the separation of the dis-
tributions of adversarial examples and natural examples. Based
on these ideas, we propose a novel AT approach called Provable
Unrestricted Adversarial Training (PUAT), which can provide
a target classifier with comprehensive adversarial robustness
against both UAE and RAE, and simultaneously improve its stan-
dard generalizability. Particularly, PUAT utilizes partially labeled
data to achieve effective UAE generation by accurately capturing
the natural data distribution through a novel augmented triple-
GAN. At the same time, PUAT extends the traditional AT by
introducing the supervised loss of the target classifier into the
adversarial loss and achieves the alignment between the UAE
distribution, the natural data distribution, and the distribution
learned by the classifier, with the collaboration of the augmented
triple-GAN. Finally, the solid theoretical analysis and extensive
experiments conducted on widely-used benchmarks demonstrate
the superiority of PUAT.

Index Terms—Adversarial Robustness, Adversarial Training,
Unrestricted Adversarial Examples, Standard Generalizability.

I. INTRODUCTION

EEP neural network (DNN) has achieved ground-

breaking success in a number of artificial intelligence
application areas, including computer vision, object identifica-
tion, and natural language processing, among others. Despite
the remarkable success of DNN, seminal researches reveal
its vulnerability to adversarial examples (AEs), which are
inputs with non-random perturbations unnoticeable to humans
but intentionally meant to cause victim models to deliver false
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(a) Adversarial robustness
against RAE

(b) Adversarial robustness
against UAE

Fig. 1. Illustration of adversarial robustness against RAE and UAE. The
blue dots and green triangles represent two classes of observed examples,
respectively, and the gray ones represent the unobserved examples of the two
classes. Each example is surrounded by a box representing its neighborhood
with small distance. The purple stars represent RAEs while the red stars UAEs.
The yellow curves are decision boundaries obtained by adversarial training.

outputs [1]|—[4]. The harms brought on by AEs have prompted
ongoing efforts to increase DNN’s adversarial robustness
(i.e., the accuracy on AEs), among which adversarial training
(AT) has been largely acknowledged as the most promising
defensive strategy [|5]-[7].

The fundamental idea of AT was first proposed by Szegedy
et al. [2]], which adds AEs to the training set and uses a
min-max game to create a robust classifier that can withstand
worst-case attacks. In particular, AT alternately maximizes
an adversarial loss incurred by AEs that are purposefully
crafted using adversarial attacking methods such as FGSM
[8] and PGD [9]], and minimizes it by adjusting the target
classifier’s parameters via a regular supervised training on
the augmented training set. Numerous works have suggested
strengthening the basic AT in order to increase adversarial
robustness [[10]-[15]. Although the existing AT approaches
have advanced significantly, we argue that the problem of
adversarial robustness is still far from being well solved partly
due to the following two challenges.

The issue of Unrestricted Adversarial Example (UAE) is the
first obstacle. As previously mentioned, AT is conducted on
a training set that includes AEs. However, the conventional
AT approaches are frequently limited to perturbation-based
AEs, which are created by adding adversarial perturbations
with magnitudes restricted by an [, norm to observed natural
examples. We refer to such kind of AEs as restricted AE
(RAE). In fact, RAEs only account for a small portion of
possible AEs in real world. Recent works reveal the existence
of UAEs, which are dissimilar to any observable example since
they are built from scratch rather than by perturbing existing
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examples [16]-[20]]. Figure [T] provides an illustration showing
how UAE:s (represented by the red stars) are not the neighbors
of any observed example (blue circle or green triangle), in
contrast to RAEs (shown by the purple stars). Despite the
adversarial robustness against RAE provided by conventional
AT approaches, as seen in Figure [[(a)] the classifier (with the
yellow curve as the decision boundary) can still be deceived
by UAEs because they also appear natural [[16]. UAEs are
more numerous, more covert, and more dangerous than RAEs
since UAEs are generated by perturbing the samples from the
learned natural sample distribution, which may or may not be
observable. However, the existing works on UAE mainly focus
on the generation of UAEs, which suffer from two defects.
First, no explanation for why UAEs exist and why they are
imperceptible to humans is provided in the existing works.
Second, adversarial robustness against UAE still remains
largely unexplored. Therefore, we need a new AT method that
is able to offer the robustness against both UAE and RAE,
which we refer to as comprehensive adversarial robustness.
As shown in Figure the classifier with comprehensive
adversarial robustness is able to correctly predict the labels of
both the UAEs and the RAEs.

The second challenge faced by the current AT approaches is
the problem of the deterioration of standard generalizability
(i.e., the accuracy on natural/natural testing examples). Early
researches show that the standard generalizability of a classi-
fier is sacrificed in order for conventional AT approaches to
obtain the adversarial robustness for the classifier [9]. Zhang et
al. [21]] further demonstrate the existence of an upper-bound of
the standard generalizability given the adversarial robustness,
and Attias et al. [22] suggest lowering the upper-bound by
increasing sample complexity. However, recent studies ar-
gue that the tradeoff may not be inevitable, and adversarial
robustness and standard generalizability can coexist without
negatively affecting each other [15]], [23]-[25]]. For example,
Stutz et al. [15] demonstrate that the adversarial robustness
against the AEs existing on the manifold of natural examples
will equivalently lead to better generalization. Song et al.
[24] and Xing et al. [25] propose to improve the standard
generalizability by introducing robust local features and [y
penalty to AT, respectively. At the same time, some other
works [26]—[28]] show that the tradeoff bound can be improved
by utilizing unlabeled data in AT. The existing efforts, how-
ever, only concentrate on RAEs. It is yet unknown that if and
how the comprehensive adversarial robustness and the standard
generalizability can both be improved simultaneously.

To address the first challenge, in this paper, we propose
a unique viewpoint that understands UAEs as imperceptibly
perturbed unobserved examples (gray dot or triangle in Figure
[1), which logically explains why UAEs are dissimilar to
observed examples and why UAEs can fool a classifier without
confusing humans. Essentially, RAE can be thought of as a
special UAE resulting from perturbing observed examples. If
we generalize the concept of UAE to imperceptibly perturbed
natural examples, regardless of whether they are observable,
then UAE can be regarded as a general form of AE, which
makes it feasible to provide comprehensive adversarial robust-
ness.

For the second challenge, we find that the tradeoff exists
because the target classifier can not generalize over two sepa-
rated distributions, the AE distribution and the natural example
distribution, and the distribution learned by the classifier is a
mix of them. Therefore, if we can leverage partial labeled
data to align the distributions of UAEs and natural examples
with the distribution learned by the target classifier, then the
classifier can generalize over UAEs and natural examples
without conflict, and we can expect to achieve a better the
tradeoff between comprehensive adversarial robustness and
standard generalization.

Based on these ideas, we propose a novel AT method called
Provable Unrestricted Adversarial Training (PUAT), which
integrates the generation of UAEs and an extended AT on
UAEs with a GAN-based framework, so that the distributions
of UAEs and natural examples can be aligned with the
distribution learned by the target classifier for simultane-
ously improving its comprehensive adversarial robustness and
standard generalizability. At first, we design a UAE gener-
ation module consisting of an attacker A and a conditional
generator G, treating a UAE as an adversarially perturbed
natural example. Different from the existing generative models
for AEs, which often result in suboptimal AEs due to the
gradient conflicts during the single optimization for both
imperceptibility and harmfulness of AEs, our UAE generation
module decouples the optimizations of imperceptibility and
harmfulness of UAEs. Particularly, A is in charge of producing
an adversarial perturbation that can fool the classifier, based
on which G will generate a UAE for a certain class, which
is equivalent to perturbing a natural example. PUAT ensures
the imperceptibility of UAEs by aligning the UAE distribution
learned by G with the natural example distribution via a G-
C-D GAN, in contrast to conventional AT approaches that
accomplish imperceptibility by an explicit norm constraint on
the perturbations. The G-C-D GAN is a novel augmented
triple-GAN that combines two conditional GANs: the G-D
GAN, which consists of G and a discriminator D, and the C-D
GAN, which consists of the target classifier C' and D. Different
from the original triple-GAN proposed by Li et al. [29], in G-
C-D GAN the generator G is shared with the UAE generation
module, which augments the input of G with the output of
the attacker A and consequently allows G to draw UAEs from
the UAE distribution. To facilitate the distributional alignment,
we also make use of unlabeled data to create pseudo-labeled
data for the training of G-C-D GAN since labeled data are
usually insufficient for capturing the real data distribution. By
leveraging partially labeled data, G-D GAN and C-D GAN
can cooperate to help G capture the natural data distribution
and the UAE generation module understand how to build a
legitimate AE for a certain class.

In order to simultaneously improve the target classifier’s
comprehensive adversarial robustness and standard general-
izability, PUAT conducts an extended AT between the tar-
get classifier C' and the attacker A, which incorporates a
supervised loss of the target classifier with the adversarial
loss. The extended AT together with the G-C-D GAN leads
to the alignment between the UAE distribution, the natural
example distribution, and the distribution learned by C, which
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enables C' to generalize without conflict on UAEs and natural
examples. Finally, we theoretically and empirically demon-
strate that PUAT realizes a consistent optimization for both
the comprehensive adversarial robustness and the standard
generalizability, eliminating the tradeoff between them and
resulting in their mutual advantage. Our contributions can be
summarized as follows:

« We propose a unique viewpoint that understands UAEs
as imperceptibly perturbed unobserved examples, which
offers a logical and demonstrable explanation for UAEs’
discrepancies from observed examples, imperceptibility to
humans, and the feasibility of comprehensive adversarial
robustness against both RAE and UAE.

« We propose a novel AT approach called Provable Unre-
stricted Adversarial Training (PUAT), which, with theoret-
ical guarantee, can simultaneously increase a classifier’s
comprehensive adversarial robustness and standard gener-
alizability through a distributional alignment.

« We provide a solid theoretical analysis to demonstrate that
PUAT can eliminate the tradeoff between the comprehen-
sive adversarial robustness and the standard generalizability
through the distributional alignment.

o The extensive experiments conducted on widely adopted
benchmarks verify the superiority of PUAT.

II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we first give the formal definition of UAE,
then present our understanding of UAEs, and finally, formulate
the AT on UAEs.

A. Definition of UAE

Let z € X and y € Y be an example and a label, respec-
tively, where X represents the data space with distribution
P(z) while ) the label space with distribution P(y). Let
o() : O C X — Y be an oracle which is defined on its
domain O and tells the true label of an example z € O.
Usually, the oracle o corresponds to humans and O consists
of all the samples that look natural to and can not confuse
humans. Let C(-) : X — ) be the target classifier. Following
the idea of [[16], we define UAE as follow:

Definition 1 (UAE). For a well-trained classifier C, an
example & with label y = o(Z) is an unrestricted adversarial
example if & ~ P(zly) and C(&) # y, where P(zly) is the
class likelihood.

B. Understanding of UAE

From Definition [I] we can see that similar to RAE, the
harmfulness of a UAE is still defined by its ability to fool
the classifier, i.e., C(Z) # y. But in contrast to RAE, the
imperceptibility of a UAE is due to its capability of being
drawn from the realistic distribution (Z ~ P(z|y)) rather than
a norm-constraint. However, it is challenging how to enforce
both imperceptibility and harmfulness for UAE. For this pur-
pose, we understand UAE from the viewpoint of imperceptibly
perturbed observed and unobserved examples. Inspired by
[30], for a natural sample x ~ P(x|y), there exists a mapping

T:X x)Y — X to generate a UAE & = T'(z,y) satisfying
the imperceptibility & € supp(P(x|y)), and the harmfulness
C (&) # y, where supp() represents the support set. Following
this idea, we can generate a UAE through two steps: drawing
natural example and generating appropriate perturbation for it.
It is noteworthy that such understanding brings the advantage
that RAE can be viewed as a special UAE and UAEs are
a superset of RAEs, thus enabling the adversarial robustness
against UAEs to cover RAEs.

C. Adversarial Training on UAEs

To offer the comprehensive adversarial robustness to the
target classifier, we want to conduct adversarial training on
UAE:s, which is defined as the following min-max game:

min rr}gixE(f,waT(z,y)l(f» y; C), (1)

where [(z,y; C) is a loss function of the target classifier C,
e.g., cross-entropy, £ = T'(z,y) is a UAE with label y, and
Pr(z,y) is the labeled UAE distribution. In Equation (TJ), the
inner maximization seeks the most harmful UAE set resulting
in the poorest performance of the target classifier, while the
outer minimization aims at adjusting the target classifier to
reduce its sensitivity to UAEs. It is noteworthy that unlike
traditional AT, where AEs are searched by explicitly perturbed
the observed natural samples with respect a norm-constraint,
the AT defined by Equation (1) is conducted on UAEs which
are perturbed versions of not only observed natural samples
but also unobserved ones, leading to superior comprehensive
adversarial robustness to traditional AT methods as shown
by later theoretical analysis and experimental verification. To
fulfill the AT on UAEs, the key challenge is how to learn
the adversarial distribution Pr(z,y) that can reconcile the
adversarial robustness and standard generalizability of the
target classifier. To overcome this challenge, our general idea
is to fulfill the learning of distribution Pr(z,y) with two
steps: (1) approximating the distribution P(z,y) of the natural
samples, and (2) learning the mapping 7", which converts the
inner maximization of Equation (I) to

When T achieves the optimal solution of Equation (2)),
Pr(z,y) converges to the AE distribution P(z,y|C(z) # y).

III. PROPOSED METHOD

In this section, we first give an overview of our Provable
Unrestricted Adversarial Training (PUAT) method, and then
describe its components and learning procedure in detail.

A. Overview of PUAT

As shown in Figure [2] PUAT consists of four components,
an attacker A, a conditional generator (G, a discriminator
D and the target classifier C. According to our idea that a
UAE can be regarded as the perturbed version of an observed
or unobserved natural sample, we first use G to produce a
plausible natural sample (z4,y,) ~ Pg(x,y), where Pg(z,y)
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Fig. 2. Architecture of PUAT. The attacker A seeks the perturbation zq, and the generator G synthesizes the UAEs {(Z4, y)} based on the perturbation and
the specified class y. In G-D GAN, the discriminator D aims to adversarially distinguish the unobserved natural examples {(zg4,y)} generated by G from the
true natural examples {(x,y)} with loss L?a’,? , while in C-D GAN, D aims to adversarially distinguish the pseudo labeled examples {(z,y.)} generated by

C

the target classifier C' from {(x,y)} with loss Cg(;E. The extended AT is conducted between A and C' with the adversarial loss £

loss £E ;.

is the distribution of the data-label pairs generated by G and
the randomness stems from a white noise z. Then we invoke
A and G to generate its perturbed version (Z,4,y,) as a UAE,
where the perturbation z, is produced by A based on the same
z. Note that conceptually, A and G together play the role
of afore-mentioned mapping 7' to generate a UAE from the
distribution Pr(z,y), which we term as attack module, and
in other words, Pr(z,y) is exactly the distribution captured
by A together with G.

To ensure the harmfulness of the UAEs, PUAT will try to
adjust A via the AT between A and C' so that the generated
UAEs can fool the target classifier C, i.e. C(Z,) # y,. At the
same time, to ensure the imperceptibility of the generated
UAEs, PUAT will align the distribution Pg(z,y) with the
true data distribution P(z, y). For this purpose, we introduce a
discriminator D to distinguish the examples {(x,, y4)}, which
includes the UAEs {(Z,,v,)}, from the true labeled examples
{(z1,y1) ~ P(x,y)}, which together with G constitutes a
class-conditional GAN, called G-D GAN. The optimization of
the G-D GAN will adjust G so that the distribution Pg(z,y)
converges to the natural sample distribution P(x,y). The
alignment of Pg(z,y) and P(x,y) will make a UAE drawn
from Pg(x,y) look like a real natural sample, which results
in the imperceptibility of UAEs. Finally, it is noteworthy
that the harmfulness and imperceptibility offered by PUAT
cause the UAEs essentially follow the conditional distribution
Pz, y|C(x) # y).

Howeyver, in traditional conditional GAN, the discriminator
D also plays the role to predict the class label of x4,
for which the optimization objective conflicts with that for
distinguishing {(z4,y,)} from {(z;,4)}. Such conflict will
lead to a suboptimal D [29]}, [31]], and consequently weaken
the ability of the G-D GAN to accurately align Pg(z,y)
with P(z,y). To alleviate this issue, we introduce another
conditional GAN, called C-D GAN, which together with
the G-D GAN constitutes the G-C-D GAN. The C-D GAN
consists of the target classifier C' and the discriminator D,
where C' aims at predicting the label y. for unlabeled examples

adv Plus the supervised

{z. ~ P(x)} to build pseudo-labeled examples {(z.,y.)} that
can fool D, while D tries to distinguish {(z.,y.)} from true
examples {(x;,y;)}. The adversarial game between C and D
improves the ability of D to identify whether a label matches
an example z. As D’s role in C-D GAN is consistent with
its role in G-D GAN, D strengthened by C-D GAN will
ultimately help G capture the true data distribution P(z,y)
more accurately.

At last, to realize the comprehensive adversarial robust-
ness of the target classifier C, we want to align the Pg(z,y)
with the distribution Pco(z,y) learned by C, which equiv-
alently improves the robust generalizability of C' on UAEs.
For this purpose, we conduct AT between the attacker A and
C, with an adversarial loss Lglévc over the generated UAEs.
At the same time, to simultaneously improve the standard
generalizability of C' on natural examples, we further enforce
the distribution Pco(z,y) to be aligned with the true data
distribution P(x,y), by extending the AT with minimization of
the supervised loss Escup of C over the labeled data {(x;,y;)}.
The overall logic of PUAT can be summarized as follows:

(1) For the imperceptibility of UAEs, Pg(x,y) is aligned
with the true data distribution P(z,y), denoted by
Pg(z,y) = P(z,y), via the G-C-D GAN.

(2) The harmfulness of UAEs is offered by the maximization
of Efcf during the AT.

(3) The adversarial robustness is offered by Po(x,y) =
Pr(z,y), via the inner minimization of E:‘éf of the AT
between A and C.

(4) The standard generalizability is offered by Pc(z,y) =

P(z,y), via the minimization of Efup.

It is noteworthy that traditional AT methods only realize (3)
and (4), which causes Po(x,y) to be a mix of Pr(x,y) and
P(z,y) and consequently incurs an inferior tradeoff between
adversarial robustness and standard generalizability. In sharp
contrast with the traditional methods, PUAT improves the
tradeoff because (1) together with (3) and (4) results in
the consistency between adversarial robustness and standard
generalizability at Po(x,y) = Pg(x,y) = P(z,y), which
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will be proved later.

B. UAE Generation

Our idea to generate a UAE (Z,4,y,) is to perturb a gener-
ated natural example. Let P(y) be the label distribution and
P,(z) be a standard normal distribution. At first, we sample a
label y, ~ P(y), and a seed noise z ~ P,(z). Then we invoke
G to generate an example (z4,y,) ~ Pa(z,y), where

zg = G(z,y,). 3)

Note that since the label distribution P(y) is unknown, we use
the labels appearing in the labeled dataset D; = {(x;,y;) ~
P(z,y)} to approximate it. In particular, the label y; of each
example in D; will serve as a y, once.

To generate the UAE corresponding to (x4, y,), we further
feed (z,y,) into the attacker A to produce the perturbation,

Za = A(Zvyg) (4)

Next, z, together with y,, is fed into the generator G to produce
perturbed data

Ty = G(za,Yg)- ®)

Finally, Z, and y, together form a labeled UAE (Z, y,).

It is noteworthy that that (z,,y,) can be regarded as an un-
observed natural example if Pg(z,y) is aligned with the true
data distribution P(z,y). For each (z,,y,), we will invoke
the attack module (A and GG) generate a corresponding UAE
(Z4,vg), which is actually the perturbed (z4,y,) as they are
generated based on the same (z,y,) with the only difference
that whether z or its perturbed version z, = A(z,y,) is fed
into G. At the same time, as we will see later, during the AT
between A and C, A will be adjusted to ensure (Z4,y,) be
an adversarial example that is able to attack the classifier C,
ie., C(Z4) # yg. Therefore, the UAEs {(Z,4,y,)} are a subset
of {(zg,yy)} such that (Zg4,ys) ~ P(z,y|C(z) # y), and
essentially, A plays the role of finding out {(Z4,y,)} from

{(zg,y4)}.

C. Distribution Alignment for Imperceptibility

As mentioned before, the imperceptibility of UAEs results
from the alignment of the distribution Pg(x,y) with the
true data distribution P(z,y), which is realized through the
cooperation of G-D GAN and C-D GAN. Let D; = {(z,y1) ~
P(z,y)} be a labeled natural dataset, where y; = o(x;), and 2
be a set of sampled noises z ~ P.(z). Then the optimization
objective of G-D GAN is defined as

ménmgxﬁgdf =Lp+ Lg, (6)
where
Lp= E(xuyl)NP(:c,y)D(xlv yl)
A 1
~Lp= Dy Z D(x1,y1), 7
! (Jﬂz,yz)GDl
EG = E(zyvyg)NPG(xvy) [_D(‘Tgv yg>]

~Lg= m Z Z [—D(G(z,yl%ylﬂ o ®

Y1€D; z€Z

Note that in Equations and (B), the first line is the
population loss defined on the overall distribution, while the
second line is the empirical loss defined on training set which
approximates the population loss. In Equation (8), the label y;
of each example (x;,y;) € D; serves as y, ~ P(y). For each
Y1, we first sample a noise z ~ P, (z) and then invoke Gz, ;)
to generate x4, which together with 3; forms a data-label pair
(g1 Yg)-

In G-D GAN, the generation of a data-label pair (x4,y,)
can be understood as the procedure of first drawing y, ~ P(y)
and then drawing wz,4|y, ~ Pg(z|y), where Pg(xly) is
the conditional distribution characterized by G. Therefore,
(2g,Yq) ~ Pa(z,y) = P(y)Pa(zly). As yg, is drawn from
the true label distribution P(y), to adversarially distinguish
(xg,ygy) from true examples, what D should do is to identify
whether x|y, is true. There is one of two reasons causing
a false z4]y,. One is z, is false, which asks D to identify
whether , ~ P(z). The other is although z, is true, it
does not belong to class y,4, which asks D to identify whether
Yglzg ~ P(y|z). However, as we have mentioned before, these
two tasks conflict with each other for D, which leads to a
suboptimal D and consequently weakens G. To alleviate this
issue, we introduce C-D GAN and can use an unlabeled natural
dataset D, = {x. ~ P(z)} to train it with the following
optimization objective:

mcip max /.:gcdf =Lp+ Lc, )
where

Lo =E, y)~Po(ey) [ D(@e ye)]

S [-D(ee.C@)] -

|DC| €D,

o= (10)

To calculate Lo, for each x. € D., we invoke the target
classifier C' to label it with the softmax vector y. = C(z.) €
Rl This is equivalent to the procedure of first drawing
z. ~ P(z) and then drawing y.|z. ~ Pc(y|z). Therefore
(Zeyye) ~ Polz,y) = P(x)Pe(ylz). C-D GAN offers
two benefits to D. The first is in C-D GAN, C provides
the adversarial signal y.|z. to help D learn P(y|x), which
ultimately promotes D’s performance in G-D GAN for a better
G. Thus in both C-D GAN and G-D GAN, D plays the same
role of distinguishing the generated examples ({(z4,v4)} or
{(z¢,yc)}) from true ones ({(x;,y;)}), which eliminates the
conflict optimization of D in traditional conditional GAN. The
second is by C-D GAN, unlabeled data can be leveraged to
accurately approximate P(z,y).

We refer to the combination of G-D GAN and C-D GAN as
G-C-D GAN. By combining Equations (6) and (9), we obtain
the following optimization objective for G-C-D GAN:

1 1
i L£6CD = p Lo+ =L
GE M ~gan D+ gket ke

(an

D. Extended Adversarial Training

Since the harmfulness of the generated UAEs is caused
by the attacker A, we conduct the AT between A and the
target classifier C'. Meanwhile, to improve both the adversarial
robustness and standard generalizability, we extend the AT

Authorized licensed use limited to: SICHUAN UNIVERSITY. Downloaded on May 18,2024 at 13:03:24 UTC from IEEE Xplore. Restrictions apply.

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Pattern Analysis and Machine Intelligence. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TPAMI.2024.3400988

JOURNAL OF KX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015

defined in Equation (I) by incorporating the loss of C' on
natural data, which leads to the following min-max game:

mcin [Emf + )\maxﬁadv} (12)
where A is a non-negative constant controlling the weight of
adversarial robustness and the standard generalizability. £S,
is the loss of target classifier C' over natural samples. To benefit
from unlabeled natural samples, here we introduce a consistent
loss term offered by a weight-averaged classifier, following
the idea of the semi-supervised algorithm Mean Teacher [32],
which leads to the following definition:

Lot =z y)~p (o) [ — log Po(ylo)]

+ By p(a) [| Po(ylz) — Por(ylo)]?]
1
N‘Cgat_m > [“logPolylz)]  (13)
(z1,91)€Dy
1
T, |[||PC(y|$c) Per(ylze) 7],

where the conditional probability Pc(y|x) is the output of C,
C' is the weight-averaged classifier, and « is the weight of
consistency cost.

The adversarial loss is defined as

Lo =EGymrr(a, >[— log Pc(yl|2)]
~ [CA _ ~log Po( (14)
adv |Dl |Z| Z Z og I'c yl'x)]

Yy €Dy z€Z

where Pr(z,y) is the UAE distribution captured by the attack
module, and Z is the UAE generated by & = G(A(z,y1), y1)-
Note that for each (x,y) ~ Pg(x,y), we generate its corre-
sponding UAE (&, y) by invoking Equations () and (5 (see
Section [II-B), i.e., Z = G(A(z,y),y).

In Equation (12)), the inner maximization of Egdf enforces
A to be adjusted so that a generated UAE (Z,y) is harmful
enough, i.e., C(Z) # y, which causes the attack module
(consisting of A and G) to converge to the underlying UAE
distribution P(z,y|C(x) # y) which maximizes the adver-
sarial loss. The outer minimization realizes the alignment
Pc(z,y) = Pr(x,y) by adjusting C, which results in C’s
robust generalizability over UAEs (i.e. the adversarial ro-
bustness). As proved later, the KL-divergence of Pc(z,y)
and Pr(z,y) is the upper bound of the KL- dlvergence of
Pco(z,y) and Pg(z,y). Therefore, the minimization of Ladv
will approximately lead to Po(x,y) = Pg(x,y). At the same
time, one can note that the minimization of LS, will be
achieved when Pc(z,y) = P(z,y), which offers C the stan-
dard generalizability on natural examples. Later we will also
prove that with the help of the G-C-D GAN (Equation(TT)), the
extended AT defined by Equation(I2)) will achieve the optimal
solution at Po(x,y) = Po(x,y) = P(x,y), which means
the adversarial robustness and the standard generalizability are
satisfied simultaneously.

E. Joint Training

By combining Equations and (I2), we can obtain the
following overall optimization objective for joint learning of

Algorithm 1 Training Algorithm of PUAT
Input: Semi-supervised datasets D;
Output:  Well-trained target classifier C';
1: Random initialize A, C, G, and D;
2: Pre-trained C, G, and D for T}, epochs;
3: for T epochs do
4: Generate UAEs {(Z,,y)} using Equations (4) and (3).
5. Generate pseudo-data pairs {(x4,y)} w.rt. Equation
(8).
6:  Generate pseudo-label pairs {(z,y.)} w.r.t. Equation
(10).
7:  Update D by ascending stochastic gradient
A\ ( EC D £G D),

gan gan

8:  Update A by ascending stochastic gradient
Va(Lo);
9: Update C by descending stochastic gradient
Ve(Ll,, + Cacdf [,gag ) and use C to update C”;
10:  Update G by descending stochastic gradient
Va(L5D)
11: end for
A, G, C and D:
min max [Emt + >\£adv + vﬁfaf’D}, 15)

C,G A,D

where A and ~ are weight factors. Basically, Equation (I5)
integrates the adversarial generation of UAEs and the AT over
UAEs within a unified min-max game. Algorithm [I] gives the
sketch of the joint training, where the Lines 6 and 7 solve the
inner maximization with stochastic gradient ascent, while the
Lines 8 and 9 solve the outer minimization with stochastic
gradient descent.

IV. THEORETICAL JUSTIFICATION

In this section, we will theoretically justify: 1) PUAT’s
ability to simultaneously improve adversarial robustness and
standard generalizability of the target classifier without com-
promising either of them; 2) superiority of UAE to RAE. We
first discuss the ideal setting with infinite labeled data available
for training, and then the practical setting with finite labeled
data.

A. Infinite Data

In this section, we discuss the population loss which is
defined over the overall distribution P(x,y), i.e., dataset D;
= O. For the brevity of later derivations, in the following text
P(z,y), Pg(z,y), Pr(z,y) and Po(z,y) will be abbreviated
to P, Pg, Pr and Pg, respectively, when the context is
unambiguous.

Recall that PUAT offers the adversarial robustness by
Pc = Pr, while the standard generalizability by Po = P.
As Equation (T3] defines a unified framework integrating the
UAE generation with the AT against UAEs, proving PUAT’s
ability to eliminate the tradeoff is equivalent to proving that
the optimal solution of Equation will be achieved without
any conflict, which means the adversarial robustness and the
standard generalizability agree with each other under the
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framework of Equation (I5). We first give the equilibrium of
the G-C-D GAN by the following lemma:

G,C,D
gan

(Pa(z,y) +

Lemma 1. The optimal solution of minc g maxp L
(Equation ) is achieved at P(x,y) =

The proof of Lemma [I] can be found in Append1x A.
Now we show that ming £§,, and mincmax 4 ﬁadv are
two consistent optimization problems with the same optimal
solution C*.

Theorem 1. In Equation (D ming £E,, and mingmax 4
Egdu can be achieved at the same optimal C* subjected to

PG*—PC* :P

Proof. (1) By the definition of LS, (Equation ), the
optimal C for ming £S,, is

c,

na

na

t argmln Lnat

o v L

_argmln//P (x,y logp (( >) dxdy + H (y|x)
=argminKL(P||P¢),
c

dxdy

where KL is Kullback-Leibler divergence, H(y|z) is the
conditional entropy that independent of C, and the second
equality holds because Po(x,y) = P(x)Pc(y|z). Since many
works have proved that consistency loss can help classification,
we simply ignore the consistency term here, i.e., we take
a = 0. Therefore, C%, = argming, LS, is achieved at the

sup nat
KL divergence equals zero,

2

nat

=P.
(2) Let A* = argmax 4 Eu o “ be the optimal A and then fix
it, we first analysis C' according to Equation (I4)),

Coragw = argmln Ladv

: P(z)Pr(z,y)
=argmin Pr(z,y)lo dxd
anin [ Pra)ton 5 IS oy
_argmln // Pr(z,y)log =——=* Pr(z,y) dxdy
PC($ay)

= argmin KL(PTHPC),
C

in which Pr is the perturbed sample distribution. Obviously,
KL(PTHPC) > KL(Pg|[Pc) > 0, which indicates that
ming E essentially minimizes the upper-bound of the KL-
dlvergence of Pg and P¢. Therefore, C,; = argming ﬁacdf*
can be achieved at

PC;d'u = PG '

(3) The part (1) and part (2) together tell us that if P and
Pg are two different distributions, the standard generalizability
and adversarial robustness of the target classifier C' will be at
odd, ie., C3,,, # Cyy,, and C will converge to a solution that
depends on the tradeoff. But conversely, if we simultaneously

adjust G by G-C-D GAN (Equation (TI)), the tradeoff will

be eliminated. Combining Lemma [I] leads to the same result
regardless of C,, or C*

adv’®
Pg- = 2P — Pg- = P.

equationTherefore, minimizing £, and max, Eacc’lf for C
are consistent optimization problems with the same optimal
solution C* subjected to Pox = P = Pg~. O

Remark 1. Theorem I shows that Lcdf has no conflict
with LS, which further implies adversarial robustness is
not necessarily at odd with standard generalization, and our
PUAT can achieve adversarial robustness without compromis-
ing standard accuracy.

Theorem [I] tells us why PUAT can consistently optimize the
standard generalization by applying UAEs to the AT. Now we
further compare the adversary of UAE and RAE. When the
labeled data is infinite, the adversary of RAEs is defined by
the target classifier’s loss they incurred over P, i.e.,

Eyop max  U(2,y;0),

#:lla—allp<e

where € is perturbation budget, and || - ||, is p-norm. According
to Equation (2), the adversary of the UAEs satisfying the same
perturbation budget is

ma. E(pyopl(T(x),y; C).
o7, < B~ Pl T(2),3:.0)
We have the following theorem:

Theorem 2. For a target classifier C with loss function |, the
UAE adversary is equivalent to the RAE adversary under the
same perturbation budget, i.e.,

]E(;c,y)NPl(T(x)a Y; O)
U, y; C).

max
T:|T(z)—x||p<e

max

:E ~P
@D~F 4le—zll,<e

Proof. For simplicity, the constrains ||Z —z||, < € and || T'(x)
—z||p < € are omitted in this proof hereinafter. At first, one
can note that proving Theorem [2] is equivalent to proving the
proposition that if 7% = argmaxy E, ,y~pl(T(z),y; C), then
V(JZ, y) ~ P,
(T"(x),y; C) = max(Z,y; C).

Equivalently, we prove its contrapositive, i.e., if there exists
a sample (zx,yr) ~ P making [(T1(zg), yr; C)<maxg,
I(Zr,yx; C), then Ti#argmaxy Eq, o pl(T(z),y;C) , ie.,
Ezy)~pl(T1(x),y; C)<E(y )~ pl(T*(z),y; C). Note that it
is impossible that [(Ty(xg), yx; C)>maxg, l(Zx, yr; C) be-
cause T (zy) and &) are AEs in the same neighborhood of
xy, and maxz, [(Zg, yx; C) is the maximal loss incurred by the
adversarial examples in this neighborhood.

E(zy)~pl(T1(7),y; C)

= P(i,y)U(Ta (), 4i; C) + Plak, yi)l(Ty (xk), ys; C).
itk
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Since for Vi£k, U(Ti(z;),y:;C)<maxz, l(Z;,y;C), and
(Ty(xg),y; C)<maxz, U(Zk,y; C), we have
E@,y)~pl(T1(z),y:C) < ZP(-Tmyi)H}le(ii,yi%C)

=E(4,y)~p max((z,y; C).

Let another mapping T2(x) = argmax; l(Z,y;C), and then
E(z,y)~p max;z [(2,y;C) = E(Ly),\,Pl(TQ(I), y; C'). Hence
E(z y)~pl(T1 (),

y; C) < Egz )~ pl(To(2), y; C),

and thus T # argmaxy E, )~ pl(T(x),y; C). O

Remark 2. Theorem 2| demonstrates that why the AT over
UAEs can offer the adversarial robustness against RAEs.
In summary, Theorem [I| and Theorem [2| explain why PUAT
can consistently optimize the standard generalization and
adversarial robustness. These together form the theoretical
foundation of the tradeoff improvement by PUAT.

B. Finite Data

Now we give the theoretical results of PUAT in the practical
case where data is finite. Specifically, we will establish the
quantitative relationship between the generalizability of PUAT
and the amount of the semi-supervised training dataset |D. U
Dy|. At first, we give the generalization error bound of G-C-D
GAN when it is optimized over finite data.

1) The Generalization Error Bound of G-C-D GAN: The
following lemma shows when the G-C-D GAN is optimized
over finite data (i.e., using the empirical loss ﬁ?dg D =Lp+
%li(ﬂ— %Ec;), the relationship between the generalization error
of G-C-D GAN, i.e., how close the distribution Pg learned
by G and C is to P (which is measured by TV (P, Ps¢)),
and the amount of data.

Lemma 2. Let Z be the set of sampled noise z ~ P.(z),
m = |Dl\ n = |De|, and b = ||10gP + 1|oe = max(,,y)
log P + 1. For any G, C’and0<(5<1 lf|Z|—>oo
TV(P, ch) < B holds with probability at least (1 — §)?

1
whereB:( b+ 3 maXDﬁfafDJr\/lcég \/IEE)Q

The proof of Lemma [2| can be found in Appendix A. It
is noteworthy that in Lemma |2| the condition |Z| — oo is
reasonable since we can always generate arbitrarily many
z ~ P.(z). This means that when |Z| is large enough,
its impact on the generalization error TV(P, Pg¢) can be
ignored. Specifically, if |Z| — oo, then Lo — Lg, al-
lowing us to focus on the impact of m + n, the amount
of the semi-supervised training data. Therefore, Lemma [2]
establishes the bound of TV (P, Ps¢) on finite data, and shows
that as m and n increase, the optimization over finite data
with ming,c maxp ﬁgmc; D as objective will lead to smaller
TV(P, Pgc). Consequently Pge gradually approaches P,
which is consistent with the optimization result over infinite
data claimed by Lemma [1}

2) The Generalization Error Bound of PUAT: Based on
Lemma |2} now we can give the generalization error bound of
PUAT when it is optimized on finite data, which is claimed by
the following theorem. Recall that the generalization of PUAT
includes two parts, the generalization over natural samples
(i.e., the standard generalizability), which is achieved by
minimizing £C,,, and the generalization over adversarial ex-
amples (i.e., the adversarial robustness), which is achieved by
minimizing max 4 ﬁg&f. The following theorem confirms that
on finite data, these two generalizations are also consistent, and
gives their generalization error bounds. Again, in the following
text we use P, Pg, and Po to represent P(z,y), Po(z,y),
and Pc(z,y), respectively, when the context is unambiguous.

Theorem 3. Ler m = |Dy|,
hold:

(1) TV(P, Po) < (Egat + b — R})?* with prob-
ability at least 1 — 5 for any 0 < 5 < 1, where by =
| —log Po(y|z)|| ., and R} = —Ep(, ) log P(y|z) is Bayes
error. .

(2)TV(P,Q) < \/i(maXA /.’,adv —R3)* + B with probability
at least (1 — 68)? for any 0 < 6 < 1 if |Z| — oo, where

Q € {PCa PG}, and R; 7EPG log P(( ,)y)

Proof. (1) Note that for the population loss £$,,
the first line of Equation (I3), we have

=[P wylog<pc(y(|x) )<> <;|x>) dxdy

// x,y) log <( )) dxdy — Ep(s,,) log P(y|x)
=KL(P||Pc) + R,

According to Hoeffding’s Inequality [35]], with probability at
least 1 — § the following inequality holds:

n = |D.|. The following results

W=

log 5

is Bayes error.

defined by

A log &
LS < LS, +b 2
nat nat + 01 2@Mm ’
where b; = ||—log Pc(y|z)]| ., is the upper bound of the loss

on a single sample (x,y) ~ P. Then by applying Pinsker’s
Inequality [34] as we do in the proof of Lemma 2] it is easy
to show that the following inequality holds with probability at
least 1 — §:

TV(P, Pc) < \/;KL(PIIPC) =\/ (Liae — BY)

nat + 2%m

(2) In this part, we ﬁrst (a) obtain the upper bound of
KL(Pg||Pe) through Ladv, and then (b) obtain the upper
bound of TV(P, Pc) and TV(P, Pg) using KL(Pg||Pc) and
TV(P, Pgc).

(a) According to Equation (T4),

Lo =Ep, (o) [ — log Po(y|z)]
> Epg (2| — log Po(y|z)]
Palay)  Pl) \ .
=[] Petey 1Og<Pc<y|oc>P<ac> Pc<x,y>> dxdy

= KL(FPg||Pc) + R3.
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Hence
< LS — Rs.

adv

KL(Pg||Pc)

According to PAC learning theory [36], with probability at
least 1 — ¢ the following inequality holds:

log:
Lo < LS8 +b 5
adv adv + 02 2m|z| ’
where by = ||—log Pc(y|T)]| ., is the upper bound of the loss
on a single sample from PT Since lim|z| o Lgdv Eacdf,

taking A* = argmax[, we can get the following inequal-

adv ?

ity:
KL(Ps||Pc) < m}x.cfgl;j ~R;.
(b) Since
(P PC / |PC P| dXdy
1
—5// ‘2(]30 — Pg) + §(PC —|—Pg) — P‘ dxdy
1 1
<1 [[1Po ~ pel axay 4 5 [ [ 1Pac — Pl axey
1
=§TV(Pg, Pc) + TV(P, ch)
and
TV(P, Pg) = / | P — P| dxdy

— ([ |Z(Pe-P

2//‘2(0 c) +
1 1

SZ//lpG_Pd dXd}’+§/ |Pac — P| dxdy

1
:§TV(Pg, Pc) + TV(P, ch),

1
i(PG + Po) — P‘ dxdy

TV(P, Pc) and TV (P, Pg;) share the same upper bound. For
any @ € {Pc, Pg}, by Pinsker’s inequality and Lemma

TV(P,Q) < -TV(Pg, Pc) + TV(P, Poc)

<

holds with probability at least (1 — §)2.

Remark 3. The conclusion (1) of Theorem [3] provides the
generalization error gap incurred by optimizing over natural
examples (i.e., minimizing nat) while the conclusion (2)
gives the generalization error gap incurred by optimizing over
adversarial examples ( i.e.,, minimizing InaxA ﬁcd) ). We can
see that minimizing Lnat and max4 Ladv can consistently
leads to smaller TV(P, Pc:). This shows that even if the data
is finite, PUAT can improve standard generalizability and ad-
versarial robustness without conflict, which is consistent with
the case of infinite data claimed by Theorem |I| Additionally,
Theorem 3| indicates that as the amount of data increases
(i.e., larger values of m or n), PUAT can achieve better
generalization (i.e., smaller values of TV(P, P¢))).

3) The Bound of the UAE Adversary Gap: As demonstrated
by Theorem |3} when data is finite, there exists generalization
error between the learned distribution Pg from which UAEs
are drawn and the overall distribution P. Essentially, the
difference between Pg and P is caused by the samples
(z,y) whose probabilities are different in Ps and P, ie.,
P(z,y) # Pg(x,y). This discrepancy results in the UAE
adversary gap, which is the difference between the adversary
offered by the empirical UAEs drawn from Pg, and the
ideal adversary offered by the UAEs drawn from P. For
simplicity, we will omit the constrains || — z||, < € and
IT(z) — x|, < e in this subsection. Following the idea
of Theorem the adversary offered by empirical UAEs
is measured by E(, ). p, maxz((Z,y;C), while the ideal
adversary of UAEs is measured by E, )~ p maxz [(Z,y; C).
Then the adversary gap is
Gy = ‘E(z,y)NpG miaxl(i,y;C) —E@y)~p mgxl(j’;,y; ).

Theorem [4| states that this gap is bounded by the number of
the semi-supervised data.

Theorem 4. Let m =

, n=|D.|. Forany 0 < <1,

1 * %
775 R5)?)
holds with probability at least (1 — )2, where B and R}
are defined in Lemma [2| and Theorem 3] respectively. Further-
more, B1 = Maxp(y )P (z,y) Maxz [(T,y; C) measures the
adversary of the AEs generated by the examples (x,y) such
that their probabilities differ in distributions P and Pg.

£CA

Gu < 2B, (B + oA

max
A

Proof. According to the concept of expectation and the prop-
erty of integral,

Gy = ] [ ot - s

g/ Pa(a,y) -

Noting that only (z,y) such that Pg(z,y) # P(z,y) con-
tributes to the integral,

,y)) max [(Z,y; C) dxdy

P(z,y)| max[(Z, y; C) dxdy.

Gy <2B1TV(P, Pg),

where TV(P, Pg) L [[|Pc(z,y) — P(z,y)| dxdy. Ac-
cording to the conclusion (2) of Theorem [3]
1
R;) >

AC,A
’Cadv

1
Gy <2By| B+ —
U= 1( 212

holds with probability at least (1 — §)2.

( max

O

Remark 4. It is easy to see that the upper bound of Gy is
a monotonically decreasing function of m and n. Therefore,
Theorem H| shows that an increase in the number of labeled
or unlabeled data points reduces Gy and results in a stronger
adversary of empirical UAEs. This allows PUAT to offer better
comprehensive robustness.

When P; # P, there may exist natural samples x €
supp(P) but x ¢ supp(Pg), which leads to some RAEs that
are not covered by the learned UAE distribution. To rectify
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this and further minimize the adversary gap of the empirical
UAE, one solution is to train PUAT using both UAEs and
RAEs with the following loss function

min max [ﬁ,(fat + ALEA + ’yEG’C’D + Bﬁﬂ,

CG AD adv gan (16)

where £¢ is the adversarial loss on RAE and 3 controls its
weight. Specifically, £E is defined as

L =Ey~p| —log Po(yl2)],

where & is an RAE satisfying a norm-constraint, which
is the result by perturbing a natural sample z, i.e. £ =
ArgMAax, ||z —q(|, < (L, y; C).

a7)

V. EXPERIMENTS

The goal of experiments is to answer the following research
questions:

« RQ1 How does PUAT perform as compared to the state-of-
the-art baselines in terms of the standard generalization and
comprehensive adversarial robustness?

¢« RQ2 Does PUAT improve the tradeoff between standard
generalization and adversarial robustness?

e RQ3 How do UAEs and unlabeled data influence the
performance of PUAT?

+ RQ4 How to visually show the superiority of PUAT?

« RQS5 How long is the training of PUAT?

A. Experimental Setting

1) Datasets: We conduct the experiments on Tiny Ima-
geNet [37], ImageNet32 [38]], SVHN [39], CIFAR10 [40],
and CIFAR100 [40], which are widely used benchmarks for
evaluating adversarial training. Tiny ImageNet has 200 classes
each of which consists of 500 images for training and 50 ones
for testing. Following [31]], for Tiny ImageNet we select 10
classes from 200 classes and downscale their resolution to
32 x 32. And for ImageNet32 which has 1,000 classes and
1,281,167 images, we use the subset consisting of its first 10
classes. SVHN is a set of 73,257 and 26,032 digit images
for training and testing respectively. CIFAR10 contains 50,000
training images and 10,000 testing images distributed across
10 classes, while CIFAR100 has 50,000 training images and
10,000 testing images over 100 classes.

Each training set is randomly divided into two parts, labeled
data and unlabeled data, where unlabeled data are built by
removing the labels of the images. We will repeat the random
division of the dataset three times, and report the average
results with standard deviation. Table [Il shows the dataset con-
figurations following the widely used semi-supervised settings
[31]], [32]. Besides, on each dataset, we randomly select 20
percent of the labeled training data as validation set for the
tuning of hyper-parameters.

2) Baseline Methods: To verify the superiority of PUAT,
we compare it with the following baseline methods, whose
characteristics are summarized in Table [l
« Regular Regular method trains the target classifier using

labaled natural data with cross-entropy loss, which plays

the role of performance benchmark.

10

TABLE I
CONFIGURATION OF THE DATASETS.

| training |
Datasets ‘ labeled ‘ unlabeled ‘ testing ‘ classes
Tiny ImageNet [37] 1,000 4,000 500 10
ImageNet32 [37] 1,000 11,850 500 10
SVHN [39] 1,000 72,257 26,032 10
CIFAR10 [40] 4,000 46,000 10,000 10
CIFAR100 [40] 10,000 40,000 10,000 100
TABLE I

CHARACTERISTICS OF THE BASELINE METHODS AND PUAT.

Methods | RAE | UAE | unlabeled data | generated data
Regular

TRADES [41] v

DMAT [42] v v

RST [27] v v

PUAT v v v v

o TRADES [41] TRADES is an AT method based on RAEs
that are generated by PGD based on labeled data, which can
trade adversarial robustness off against standard generaliz-
ability by optimizing a regularized surrogate loss.

« DMAT [42] DMAT performs an RAE-based AT on a
training dataset augmented by samples generated by a class
conditional elucidating diffusion model (EDM) [43]].

e RST [27] RST is also an AT method based on RAEs that
are generated by PGD. Different from TRADES, RST first
trains a classifier to predict labels for unlabeled data and
then feeds these pseudo-labeled data together with labeled
data into the sequel adversarial training algorithm.

3) Evaluation Protocol: We will use PUAT and the baseline
methods to train the target classifier and compare their perfor-
mances from the perspectives of the target classifier’s standard
generalizability and adversarial robustness. The generalizabil-
ity is evaluated in terms of the target classifier’s natural
accuracy on testing natural examples, while the adversarial
robustness is evaluated in terms of the target classifier’s
robust accuracy on the testing adversarial examples which
are generated by various attack methods. In particular, for
the robustness against RAE, we choose PGD [9] and Auto
Attack (AA) [44] to generate testing RAEs, which are the
attacking methods widely adopted by the existing works. For
the robustness against UAE which beyond RAE, we also
choose GPGD [45] and USong [16] as the attacking methods,
both of which are GAN-based methods and dedicated to the
generation of UAE. The hyper-parameters of the attacking
methods are shown in Appendix B, where € is the perturbation
budget and the bigger it, the stronger the attack. To evaluate
the performance of PUAT and the baseline methods, we first
invoke the attacking methods to generate testing AEs that can
cause worst-case loss of the target classifier well trained by
PUAT or a baseline method, and then check the classifier’s
accuracy on those testing AEs.

4) Hyper-parameter Setting and Implement Details: All the
hyper-parameters and the architecture of PUAT are shown
in Appendix B, where the generator G, discriminator D are
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implemented with respect to those adopted in [29], and A is
implemented as an MLP plus two residual blocks. During the
training and testing, we employ the Wide ResNet (WRN-28-
10) [46] as the target classifier C. We use SGD as the optimizer
with Nesterov momentum [47]] and cosine annealed cyclic
learning rate schedule [48]], where learning-rate, weight-decay,
and momentum are set to 0.2, 5E-4, and 0.9, respectively.
During training, a batch consists of 256 labeled images and
256 unlabeled ones, and early stopping is adopted as default
option.

To avoid gradient disappearance and mode collapse for the
training of the G-C-D GAN, spectral norm [49] together with
hinge GAN loss [50], [51]] is used for D to stabilize the
training. When labeled data is severely sparse, it is difficult
to train G to precisely capture the real distribution P(z,y).
To overcome this issue, following the idea of [32], during
the training we augment D; with the pseudo-labeled pairs
{(zc,Je)}, where x. € D, and . = argmax, .y Pc(y =
Yelx.). Note that here the pseudo label g. is a hard label
represented by a one-hot vector, while in Equation (I0) the
pseudo label . is a soft label represented by a softmax vector.
This will not introduce conflict to the training of C-D GAN
because (1) if §. = y., the loss incurred by {(z.,%.)} and
the loss incurred by {(z.,y.)} will cancel each other out; (2)
if g. # y., D will force C' to assign g. a higher probability,
which is similar to self-training on C.

B. Performance (RQI)
Tables S and show the performances of

PUAT and the baseline methods on all the datasets, from which

we can make the following observations:

o On all datasets, PUAT surpasses the baseline AT methods
in robust accuracy under all attacks regardless of the at-
tacking strength (e), with the exception of GPGD-0.1 on
CIFAR10 and CIFAR100, and the exception of USong-0.01
on CIFAR100. At the same time, PUAT achieves the highest
natural accuracy compared with the baseline AT methods.
Therefore, PUAT is the only AT approach that simulta-
neously increases standard generalization and adversarial
robustness against all attacks on all datasets, due to its ability
to align the AE distribution and natural data distribution,
which results in a consistent generalization on AEs and
natural samples. This result demonstrates PUAT’s capacity
to improve the tradeoff between the standard generalization
and the adversarial robustness.

o PUAT beats all all defensive methods against RAE attacks
in all cases and UAE attacks in most cases. This result
shows how effective PUAT is at providing comprehensive
adversarial robustness against both RAE and UAE attacks.
We contend that the comprehensive adversarial robustness
is made possible by our innovative notion to generalize the
UAE concept to imperceptibly perturbed natural examples,
whether observable or unobservable, which makes PUAT
able to cover RAEs in a unified way.

o The robustness of all methods decreases as the attack
strength (e) grows up. However, under all the attack
strengths, PUAT consistently outperforms the baseline meth-
ods in the robustness against RAEs, and the robustness

against UAEs in most cases. This suggests that AT on UAEs
provides better adversarial robustness because the adversary
of UAEs can be improved by utilizing semi-supervised data,
as told by Theorem []

o We also note that PUAT outperforms DMAT which is an
AT method also based on generative model. This is because
DMAT only uses labeled data, while PUAT can benefit from
both labeled and unlabeled data. In fact, in most cases on
CIFAR100 where labeled data per each class is extemely
sparse, DMAT performs poorly than the other baselines,
which shows DMAT is unsuitable for sparse labeled data.

« We observe that PUAT is second to RST in robust accuracy
under attacks USong-0.01 and GPGD-0.1 on CIFAR100.
We argue that this is partly due to the fact that it is hard
to train a triple-GAN on a dataset with too many classes
like CIFAR100 which contains 100 classes. One possible
solution is to improve the model complexity of the G-C-D
GAN, which is worth exploring in future.

C. Improvement of The Tradeoff (RQ2)

Now we examine if PUAT can improve the tradeoff between
standard generalization and adversarial robustness. For this
purpose, in Figure [3|we show the Pareto front curves of natural
accuracy vs. robust accuracy under adversarial attacks PGD-
8/255, AA, GPGD-0.1 and USong. We can see that under all
adversarial attacks, the points of PUAT’s curve always lies to
the upper right of the curves of the baseline methods, which
implies that PUAT can achieve a better natural accuracy as
well as a better robust accuracy than the baseline methods,
or in other words, PUAT can improve the tradeoff between
standard generalization and adversarial robustness. This is
because (1) By using G-C-D GAN to align the generator
distribution Pg(z,y), the target classifier distribution Pc(z, y)
and the natural data distribution P(z,y), PUAT is able to
reconcile the robust generalization on AEs and the standard
generalization on natural data, which is asserted by Theorem 3}
and (2) PUAT conducts AT on UAEs which results in greater
robustness since UAE adversary will be improved by both
labeled and unlabeled data, which is asserted by Theorem
Additionally, we also observe that RST achieves a better
tradeoff than TRADES and DMAT, which is partly because
RST also utilizes unlabeled samples to augment the data used
for AT.

D. Ablation Study (RQ3)

Now we investigate how UAEs and (un)labeled data influ-
ence the performance of PUAT.

1) Effect of UAE: To investigate the UAE’s effect on PUAT,
we first train PUAT with different A € {0.0,1.0,10.0,20.0}
in Equation (I6), where A = 0.0 means the training without
UAESs, and then check its testing natural accuracy and robust
accuracy. The result is shown in Figure d(a)l from which we
can see as the importance of UAEs (indicated by ) increases,
both natural accuracy and robust accuracy increase, which
verifies that UAEs can benefit PUAT by boosting standard
generalization and adversarial robustness simultaneously. We
also note that when A exceeds 10, the performance of PUAT
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TABLE III
PERFORMANCE ON TINY IMAGENET.

| | Robust Accuracy to RAE | Robust Accuracy to UAE
Methods Natural

| Accuracy | PGD-2255 | PGD-4/255 | PGD-8/255 | AA | GPGD-001 | GPGD-0.I |  USong
Regular 65.93 £+ 0.25 22.13+2.76 2.33 £0.52 0.0+ 0.0 0.0+0.0 33.27+0.84 14.60 £0.75 14.40 £ 1.56

TRADES | 58.33 £ 1.32 51.20 £0.28 44.53 £0.77 31.47 £ 2.31 29.47 £1.61 40.47 £ 0.66 20.27 £0.90 43.53 £2.29

DMAT 50.90 &+ 3.10 45.00 £+ 2.80 37.90 + 2.90 26.60 + 1.60 22.00 + 1.60 37.70 £ 3.30 22.70 +0.90 43.30 £ 2.30
RST 43.87 £ 3.17 38.80 + 2.14 33.20+1.34 24.00 +1.51 21.60 +2.73 30.93 £ 3.47 18.13 £2.32 35.60 + 2.26
PUAT | 69.00 + 0.40 | 62.40 4 0.20 | 55.60 + 0.20 | 38.60 & 0.40 | 37.40 + 1.20 | 44.90 & 2.10 | 27.10 + 0.50 | 48.80 =+ 2.20
TABLE IV
PERFORMANCE ON IMAGENET32.
| | Robust Accuracy to RAE | Robust Accuracy to UAE
Methods Natural
| Accuracy | PGD-2255 | PGD-4255 | PGD-8/255 | AA | GPGD-0.01 | GPGD-0. |  USong
Regular 53.13 £1.33 | 18.87+1.65 6.87 £0.77 1.40 £0.28 1.33 £0.38 34.53 + 2.45 22.20+1.14 24.13 £2.31
TRADES | 32.804+1.28 28.53 +1.24 23.53 +2.23 17.47 £ 2.78 15.60 £ 2.27 32.13 £ 0.69 20.53 +1.05 30.47 £+ 0.98
RST 48.07 £ 2.81 41.27 £ 1.75 35.40 + 1.47 26.47 + 0.66 22.60 + 1.28 39.80 £ 1.25 23.07 +0.68 43.80 + 1.89
PUAT ‘ 51.20 £ 0.71 ‘ 45.33 + 0.50 ‘ 39.87 + 0.25 ‘ 27.40 £+ 0.33 ‘ 25.93 £ 0.41 ‘ 41.47+1.11 ‘ 25.33 +1.79 ‘ 45.00 + 1.86
TABLE V
PERFORMANCE ON SVHN.
| Natural | Robust Accuracy to RAE | Robust Accuracy to UAE
Methods atura
| Accuracy | PGD-2/255 | PGD-4255 | PGD-8/255 | AA | GPGD-0.01 | GPGD-0. |  USong
Regular 73.76 + 0.63 4.73 £ 2.35 0.15+0.11 0.0£0.0 0.0£+0.0 78.27 +1.11 48.42 + 2.40 70.10 £+ 3.01

TRADES | 58.35 +2.14 44.67 £ 1.71 3244 £1.12 15.71 + 0.66 13.31 +£0.58 59.27 £ 2.88 32.64+£1.24 61.73 £1.63

DMAT 83.65 + 0.40 80.71 +1.41 74.49 + 1.57 55.41 +1.71 47.26 + 1.62 81.40 +1.27 58.90 4+ 2.39 93.91 +2.11
RST 85.18 £ 0.11 78.25+0.19 69.83 £ 0.11 50.60 +0.12 43.74 +0.23 86.03 £ 1.76 66.25 + 1.49 97.27 £ 0.21
PUAT | 92.27+1.04 | 87.79 + 1.63 | 80.31 4 1.56 | 59.19 £ 0.12 | 53.37 £ 0.00 | 88.22 + 0.54 | 68.03 & 0.48 | 98.75 £ 0.08
TABLE VI
PERFORMANCE ON CIFAR10.

| | Robust Accuracy to RAE | Robust Accuracy to UAE
Methods Natural

| Accuracy | PGD-2/255 | PGD-4255 | PGD-8255 |  AA | GPGD-0.0l | GPGD-0. |  USong
Regular 80.21 + 0.50 2.41+0.43 0.02+£0.0 0.0+0.0 0.0+0.0 65.87 + 1.54 34.99 +2.14 50.71 + 2.16

TRADES | 55.27 £0.70 48.65 £ 0.49 42.27+£0.44 29.97 +0.27 26.77 £ 0.64 63.36 £ 1.87 42.70 £1.24 64.64 £+ 0.91

DMAT 56.57 +0.90 49.21 £ 0.28 42.20 + 0.26 28.69 + 0.25 23.32 +0.29 74.28 +1.86 54.16 + 2.10 81.40 + 0.20
RST 71.80 4+ 0.58 65.82 4+ 0.55 58.93 £ 0.37 44.73 £ 0.17 41.81 +1.94 83.63 £ 0.48 | 64.99 4+ 0.43 | 89.01 £ 0.64
PUAT | 83.02 £ 0.36 | 76.09 & 0.26 | 66.76 + 0.21 | 45.10 & 0.24 | 43.74 + 0.12 | 86.78 £0.29 | 64.91+0.64 | 92.55 £ 0.31
TABLE VII
PERFORMANCE ON CIFAR100.
| | Robust Accuracy to RAE | Robust Accuracy to UAE
Methods Natural
® | Accuracy | PGD-2255 | PGD-4/255 | PGD-8/255 |  AA | GPGD-0.01 | GPGD-0.I |  USong

Regular 59.02 +0.31 | 12.14+0.44 1.04 +0.02 0.02£0.0 0.0+0.0 25.28 +0.29 10.59 £ 0.31 26.59 4+ 0.62

TRADES | 34.23 £0.15 28.10 £0.12 22.46 £0.14 14.40 £0.01 11.99 +£0.18 20.45+0.19 8.43 +£0.30 24.56 £ 0.27

DMAT 30.81 £ 0.77 22.74+0.43 15.20 £ 0.84 5.88£0.75 2.68 £0.73 21.92 +1.50 10.88 £ 0.54 31.81+2.19
RST 50.34 £ 0.52 40.30 £ 0.52 31.32 £ 0.50 17.36 £ 0.35 13.36 +0.48 32.00+0.15 | 16.26 - 0.18 | 41.82 + 0.21
PUAT ‘ 51.95 £ 0.45 ‘ 42.70 £ 0.43 ‘ 33.54+0.01 ‘ 18.45 £ 0.38 ‘ 17.16 £+ 0.46 ‘ 33.00 +0.10 ‘ 16.21 +£0.16 ‘ 38.32 £0.43

begins

to drop, which shows that excessively large A may PUAT both with and without UAEs in Figure [5] From Figure

lead to overfitting of both natural sample distribution and UAE  [5(a)] we can see that regardless of whether UAEs are used
distribution. or not, the training robust accuracy curves both rise with the

To gain a deeper understanding of the impact of UAE on
the learning of PUAT, we also plot the learning curves of

number of training epochs, while their corresponding testing
robust accuracy curves both first rise and then fall gradually.
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Fig. 3. Pareto front curves of natural accuracy vs. robust accuracy on CIFARIO under different adversarial attacks including (a) PGD-8/255, (b) AA, (c)
GPGD-0.1, and (d) USong. Each curve consists of points generated by setting 5 with various values.
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Fig. 4. Effect of UAE and (un)labeled data. Subfigure (a) shows the natural
accuracy and robust accuracy of PUAT under different A on CIFARIO.
Subfigure (b) shows the natural accuracy and robust accuracy of PUAT
and PUAT-w/o-unlabeled-data, and the Silhouette Coefficients, over different
amount of labeled data on CIFAR10, where PUAT-w/o-unlabeled-data is a
variant of PUAT without using unlabeled data during the training. The robust
accuracy in both (a) and (b) is the average of the robust accuracies on
PGD-8/255, AA, GPGD-0.1 and USong, which reflects the comprehensive
adversarial robustness.
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Fig. 5. Learning curves of PUAT with UAEs (A = 10.0) and without UAEs
(A = 0.0). In both Subfigures (a) and (b), blue and green curves are the
robust/natural accuracy curve of training with UAEs and its corresponding
testing robust/natural accuracy curve, respectively, while orange and red
curves are the robust/natural accuracy curve of training withouth UAEs and
its corresponding testing robust/natural accuracy curve, respectively.

This results indicate that there exist robust overfitting [52],
i.e., the overfitting on AEs, whether or not UAEs are used.
To address this issue, following the idea proposed in [52], we
adopt validation-based early stopping to regularize the training
of PUAT. On the other hand, Figure [5(b)| shows that whether
UAEs are used or not, the training natural accuracy curves
(blue and yellow curves) both first rise and then gradually
stabilize. However, when UAEs are not used for training,

the testing natural accuracy curve (red curve) first rises and
then drops, which indicates overfitting occurs when training
without UAEs. In sharp contrast, when training with UAEs, the
testing natural accuracy curve (green curve) first rises and then
converges gradually, which suggests that using UAEs helps
mitigate the overfitting on natural samples.

2) Effect of natural samples: Recall that Theorem [3] states
that the more the labeled natural samples are used for training,
the better the distribution alignment, and the better the tradeoff
between standard generalization and comprehensive adversar-
ial robustness. Now we empirically verify this conclusion by
checking the testing natural accuracy, robust accuracy and the
Silhouette Coefficient [53|] after training with various amount
of natural samples. The results are shown in Figure f(b)| where
we compare PUAT with PUAT-w/o-unlabeled-data (the variant
of PUAT without using unlabeled natural samples for training).

At first, from Figure f(b)] we can see that regardless of
whether or not unlabeled samples are used, the standard
generalization (measured by the natural accuracy), the compre-
hensive adversarial robustness (measured by the average robust
accuracy), and the quality of the clustering of the samples from
different distributions (P, Pg, Po) of each class (measured
by Silhouette Coefficient), are all improved as the amount
of labeled samples used for training increases. These results
validate that both PUAT and PUAT-w/o-unlabeled-data can
achieve better distribution alignment and better tradeoff with
more labeled samples for training due to G-C-D GAN’s ability
to align the UAE distribution with natural sample distribution,
which is consistent with the conclusions of Theorem 3l

At the same time, it is noteworthy that PUAT performs
significantly better than PUAT-w/o-unlabeled-data even with
the labeled data of only 2%, which shows that PUAT can
improve the performance by leveraging unlabeled data even
though the labeled samples are extremely sparse. This is
because unlabeled data helps G-C-D GAN more accurately
capture real distribution P(x,y), and consequently, enables the
target classifier C' to generalize consistently over the aligned
distributions of natural samples and AEs.

E. Visual Study (RQ4)

Now, we visually demonstrate PUAT’s capability to align
the natural data distribution P(x,y), the distribution Pg(x,y)
learned by the generator, and the distribution Po(x,y) learned
by target classifier, using the testing sets of CIFAR10 and
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Fig. 6. Visualized distribution alignment or misalignment, where different colors denote classes and different patterns denote distributions.

TABLE VIII
THE SAMPLE NUMBER OF DIFFERENT CLASSES FROM DIFFERENT DISTRIBUTIONS.

\ CIFAR10 \ SVHN
Distribution
airplane”|”automobile” | "bird”|"cat” ["deer” |"dog” | frog” | horse”| "ship”["truck”| "0 | "17 |72” ["3” 47| "5” 6" | "7" | 8" "9”
P(y) 200 200 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 [134|392 |319|221|194|183|152|155|128|122
Pa(y) 200 200 200 | 200 | 200 | 200 | 200 | 200 | 200 | 200 [134|392 (319|221|194|183|152|155|128|122
Po(y) 208 201 180 | 165| 201 | 210 | 227 | 187 | 217 | 204 |143|421|306|199|203|183|152(152|111|131
misaligned Pc (y) 0 2000 0 0 0 0 0 0 0 0 0|200000|0|0]|]0O]OJO|O0O]O
SVHN which both contain 10 classes. In particular, for each 0
class y; (1 < ¢ < 10) of each testing set, we invoke 0
Q
G to generate a set of {(x4,y;)} such that |{(zg,vy;) ~ E
Pe(z,y)} = [{(z1,y:;) ~ P(z,y)}|. At the same time, all ¥
. . . <
the testing examples are also fed into C, and those classified g
as y; make up {(z.,y;) ~ Pc}. At last, we plot the sample 10
points {(x,y:)}, {(24,%:)}, and {(zc,y:)} in Figure [6] by o= g o
using t-SNE algorithm, where different colors denote classes Method
and different patterns denote distributions.
Figures @] and show the results of the PUAT on Fig. 7. Training time comparison between AT baselines and PUAT. The

CIFAR10 and SVHN, respectively. From Figures and [6(c)]
we can see that the data points are distributed in different
colored clusters with clear boundaries, where the examples
from different distributions (with different patterns) but of the
same class (with the same color) are grouped in the same
cluster, and there are essentially no data points in any cluster
that have a different color from the majority. However, once
we remove the extended AT from PUAT so that Theorem [I]
does not hold, the cluster boundaries become blurred and the
colors in the same cluster become impure, as shown in Figures
and BT}

Besides, Figures [6(a)] and also show that when the
distributions are aligned, the samples of every class from Pg
distributed evenly in the cluster. On the contrary, Figures [6(b)
and [6(d)] show that when the extended AT is removed from
PUAT, the samples in clusters from Pz concentrate to a small
area, which indicates the mode collapse of G-C-D GAN. These
results confirm that the distribution alignment brought by the
extended AT of PUAT can avoid mode collapse of G-C-D
GAN.

Therefore, we can contend that PUAT aligns the three
conditional distributions P, Po and Pg. Furthermore, as
shown in Table when the distributions are aligned, the
number of examples belonging to y; is approximately the
same in different distributions, which indicates the marginal

training time of each method is measured by its ratio relative to the time of
regular training. Only the time taken until early stopping is factored into the
calculations. The average values across Tiny ImageNet, SVHN, CIFARI10,
and CIFARI100 datasets are reported.

distributions P(y) = Pg(y) = Pc(y), so we can confirm that
P(z,y), Po(z,y) and Pg(x,y) are aligned by PUAT.

E Training Time

The training time of each method is measured by its ratio
relative to the time of regular training. As we can see from
Figure [/] the training time of PUAT is significantly shorter
than that of DMAT and slightly longer than that of RST.
This is attributable to the rapid convergence exhibited by
PUAT, as consistently demonstrated by its learning curves in
Figure [5] We also see that the training of TRADES takes the
shortest time, which is because it only uses labeled data. In
summary, Figure [7] together with Figure [3] shows that PUAT
can achieve a superior balance between standard generalization
and adversarial robustness at an acceptable additional time
cost.

VI. RELATED WORK

In this section, we briefly introduce the related works from
three domains, adversarial attacks, adversarial training, and
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standard generalizability, and comment their differences from
our work.

A. Adversarial Attacks

Generally, adversarial attacks aim to fool a target model
well-trained on natural data with AEs that are imperceptible
to humans [4]], [54]. The existence of AEs is first discovered
by the seminal works of Szegedy et al. [2] and Goodfellow
et al. [8]]. In [2]], Szegedy et al. propose an attack method
called L-BFGS which can imperceptibly perturb a natural
example with respect to its second-order gradient to cause
misclassifications. In [8], Goodfellow et al. further propose the
fast gradient sign method (FGSM), which searches adversarial
perturbations just based on a single first-order gradient step.
Following the idea of [[8], various adversarial attack methods
have been proposed by enhancing the first-order method.
For example, Madry et al. [9]] propose a projected gradient
descent (PGD) method which can be regarded as an iterative
FGSM projecting AEs into a ball constrained by L., norm.
Instead of restricting the perturbation norms to a fixed value,
Moosavi-Dezfooli et al. [S5] propose an optimization based
attack method Deepfool to seek adversarial perturbations for
differentiable classifiers by minimizing L, norm. Similarly,
Carlini and Wagner [56] propose another optimization based
method called C&W attack, which can generate stronger AEs
with perturbations minimizing Lg, Lo and L., norms at the
expense of higher computation complexity. In contrast to
gradient based methods, another line of works employs GAN
to generate AEs for better imperceptibility. For example, Xiao
et al. [57] propose AdvGAN to generate perturbations for
observed examples, which extends standard GAN with explicit
perturbation norm loss to ensure the imperceptibility. Addi-
tionally, instead of generating an AE by perturbing a single
example, Moosavi-Dezfooli et al. 58] also further propose
universal adversarial perturbations which are computed in an
example-agnostic fashion and can fool the target classifier on
any examples.

The above-mentioned adversarial attacks focus on the AEs
which are generated by adding imperceptible perturbations
restricted by L, norm on observed examples, which we call
restricted AE (RAE). Recently, some researchers have dis-
covered that there exist unrestricted AEs (UAEs) that are not
norm-constrained. To ensure the imperceptibility of UAEs, one
line of UAE generation methods manipulates example features
by perturbations within perceptual distances that are aligned
with human perception [18], [[19], [S9], [60]. At the same time,
some researchers find that in a broader sense, UAEs can be
completely new examples built from scratch and dissimilar
to any observed example but can still fool classifiers without
confusing humans [16]. Following this idea, a few of UAE
generation methods based on generative models are proposed
(16, [17], [20], [45], [61], [62]. For example, Song et al. [16]
and Xiao et al. [45] propose to first generate perturbations
based on initial random noise and then feed them into a
pre-trained conditional GAN (e.g. AC-GAN [63]) to produce
UAESs, while Poursaeed et al. [61]] propose to use a Style-GAN
[64] to synthesize UAEs with stylistic perturbations.

15

The existing works for UAE generation, however, do not
explain why UAEs pose threats, or rather, where the imper-
ceptibility of UAEs stems. By contrast, our work proposes
a novel viewpoint to view UAEs as perturbed observed and
unobserved examples, which provides a logical and provable
explanation of UAE’s dissimilarity to observed examples, im-
perceptibility to humans, and the feasibility of comprehensive
adversarial robustness. Based on this understanding, we further
propose a novel G-C-D GAN for UAE generation, which
together with the attacker A can synthesize UAEs that are
more adversarial by aligning UAE distribution with natural
data distribution.

B. Adversarial Training

AT has proved to be the strongest principled defensive
technique against adversarial attacks [S]-[7]. The basic idea
of AT is initially proposed by Szegedy et al. [2], which uses a
min-max game to incorporate deliberately crafted AEs to the
training process of a DNN model to obtain immunity against
AEs. Madry et al. 9] are the first time to theoretically justify
the adversarial robustness offered by the min-max optimization
used in AT.

Over the past few years, many enhancements of AT have
been proposed to employ various perturbation generation
methods to improve adversarial robustness [10]-[15]. For
example, Wang et al. [10] propose a bilateral adversarial
training method that perturbs both normal images and real
labels with respect to a smaller gradient magnitude. Wang et
al. [11] propose a misclassification-aware adversarial training
(MART) method, which defines a novel adversarial loss with
a regularization on misclassified examples. Cheng ef al. [12]]
argue that large perturbations may be more adversarial for the
robustness of a target model and propose a customized ad-
versarial training (CAT) method which can offer adaptive per-
turbations for natural examples. Shafahi et al. [[13] propose a
universal adversarial training method for the robustness against
universal attacks [58]]. Among others, generative model-based
AT methods are verified as a promising approach due to the
GAN’s capability of distributional alignment. For example, to
strengthen the adversaries, Lee et al. [[14] propose a generative
adversarial trainer (GAT) which employs a GAN to produce
adversarial perturbations with respect to the gradients of
the natural examples, while Stutz et al. [15] and Xiao et
al. [45] propose to use VAE-GAN to produce AEs whose
distribution is aligned with that of the natural examples. As
discussed in GAN-based methods strengthen AEs with
stronger imperceptibility because of the alignment between
the distributions of AEs and the natural examples, which is
equivalent to drawing AEs on the manifold (distribution) of the
natural examples. Another line of works proposed to improve
adversarial robustness with data augmentation for AT [42],
[65]-[67]. Among them, some studies [42], [65], [66] utilize
generative model to densify the underlying manifold of natural
data, and then conduct an RAE-based AT (e.g. TRADES [41]])
on the augmented dataset. At the same time, Xing et al. [|67]]
theoretically show that the generated data can help improve
adversarial robustness.
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The above-mentioned AT methods are basically based on
supervised learning, which often suffer from the sparsity of
labeled data. Recently, some researchers have discovered that
introducing richer unlabeled data can increase the performance
of AT, and hence proposed semi-supervised AT methods lever-
aging partially labeled data [26]-[28]. For example, Zhang et
al. [26] argue that the performance of AT will be impaired
by the perturbations generated only based on labeled data
since they are unable to reflect the underlying distribution
of all potential examples, and propose a GAN-based semi-
supervised AT method where AEs can preserve the inner
structure of unlabeled data. Carmon et al. [27]] propose a robust
self-training (RST) model which first uses an intermediate
classifier trained on labeled examples to infer the labels for
unlabeled examples, and then generate AEs for AT from the
labeled and pseudo-labeled examples. Stanforth er al. [28]]
propose an unsupervised adversarial training (UAT) method
which estimates the worst-case AEs with KL-divergence be-
tween the distributions of the perturbed unlabeled examples
and the natural unlabeled examples.

Different from the existing AT methods providing adversar-
ial robustness against either RAE or UAE, our PUAT focuses
on the concept of generalized UAE which makes it feasible to
offer comprehensive adversarial robustness against both UAE
and RAE. At the same time, PUAT is both GAN-based and
semi-supervised.

C. Standard Generalizability

A model’s standard generalizability and adversarial robust-
ness are measured by its accuracy on testing natural examples
and testing AEs, respectively. Traditional AT methods are
based on AEs with norm-constraints, which will lead to
manifold-shift between AEs and natural examples [45]], [68]].
Therefore, there is a belief that AT forces the target model to
generalize on two separated manifolds and hence the tradeoff
between standard generalizability and adversarial robustness
inevitably comes into being, or in other words, adversarial
robustness comes at the expense of standard generalizability
191, [21], [41], [63].

However, some researchers have opposing opinions that
the tradeoff may be not inevitable, with support of recent
empirical evidences and theoretical analyses [[15]], [23[]-[25],
[30]. One line of works tries to extend the existing AT methods
with regularizations to mitigate the tradeoff. For example,
Song et al. [24] and Xing et al. [25] propose to improve
the generalizability by introducing robust local features and [y
penalty to AT, respectively. The other line aims at breaking the
tradeoff by exploiting the distributional property of AEs and
natural examples. For example, Yang et al. [23|] discover the r-
separation phenomenon in widely-used image datasets, namely
the distributions of different classes are at least distance 2r
apart from each other in pixel space. Based on this discov-
ery, they theoretically prove that a classifier with sufficient
local Lipschitz smoothness can achieve both high accuracy
on natural examples and acceptable robustness on AEs with
perturbations of size up to r. Differently, Stutz et al. [15]
find that there exist AEs on the manifold of natural examples,
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and hence the adversarial robustness against the on-manifold
AEs will equivalently improve the standard generalizability.
Similarly, Staib et al. [|30] propose Distributionally Robust
Optimization (DRO), which offers a more general perspec-
tive that the tradeoff can be eliminated by the alignment
between the distributions of AEs and natural examples. Instead
of generating point-wise perturbations with norm-constrained
magnitude, DRO aims to seek worst-case AE distribution by
restricting the distance between the AE distribution p and
the natural data distribution p through the following min-max
game:

min max

o (18)
C Py :Wp(P,Pw)<e,(,y)~Pw

E(e, )~ pl(E,y;C),
where W, is a distributional distance measure, e.g., Wasser-
stein distance. As e approaching 0, Py is gradually aligning
with P, and consequently, the tradeoff tends to disappear.
Indeed, on-manifold AEs can be seen as a special case of
DRO when € = 0.

Our work provides new arguments for the opinion that the
tradeoff is eliminable. In particular, we make two contributions
which distinguish our work from the existing works addressing
the tradeoff: (1) We extend the research scope to UAEs by
proposing a novel AT method PUAT; (2) By solid theoretical
analysis and extensive empirical investigation, we show that
the standard generalizability and comprehensive adversarial
robustness are both achievable for PUAT.

VII. CONCLUSION

In this paper, we propose a unique viewpoint that under-
stands UAEs as imperceptibly perturbed unobserved examples,
which rationalizes why UAEs exist and why they are able to
deceive a well-trained classifier. This understanding allows us
to view RAE as a special UAE, thus providing the feasibility of
achieving comprehensive adversarial robustness against both
UAE and RAE. Also, we find that if the UAE distribution
and the natural data distribution can be aligned, the conflict
between robust generalization and standard generalization in
traditional AT methods can be eliminated, thus improving
both the adversarial robustness and standard generalizability
of a target classifier. Based on these ideas, we propose a
novel AT method called Provable Unrestricted Adversarial
Training (PUAT). PUAT utilizes partially labeled data to
achieve efficient UAE generation by accurately capturing the
real data distribution through a well-designed G-C-D GAN. At
the same time, PUAT extends the traditional AT by introducing
the supervised loss of the target classifier into the adversarial
training and achieves alignment between the UAE distribution,
the natural data distribution, and the distribution learned by the
classifier, with the collaboration of the G-C-D GAN. The solid
theoretical analysis and the extensive experiments demon-
strate that PUAT can improve tradeoffs between adversarial
robustness and standard generalizability through distributional
alignment, and compared to the baseline methods, PUAT
enables a target classifier to better defend against both UAE
attacks and RAE attacks, as well as significantly increases its
standard generalizability.
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